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Abstract—Static analysis tools detect potentially costly security
defects early in the software development process. However, these
defects can be difficult for developers to accurately and efficiently
resolve. The goal of this work is to understand the vulnerability
resolution process so that we can build tools that support more
effective strategies for resolving vulnerabilities. In this work,
I study developers as they resolve security vulnerabilities to
identify their information needs and current strategies. Next, I
study existing tools to understand how they support developers’
strategies. Finally, I plan to demonstrate how strategy-aware
tools can help developers resolve security vulnerabilities more
accurately and efficiently.

I. INTRODUCTION

Static analysis tools, like Coverity [1] and Findbugs [2],
enable developers to detect security vulnerabilities early in de-
velopment. These tools locate and report on potential software
security vulnerabilities, such as SQL injection and cross-site
scripting, even before code executes. Detecting these defects
early is important, because long-lingering defects may be more
expensive to fix [3]. According to a recent survey by Christakis
and colleagues, developers seem to recognize the importance
of detecting security vulnerabilities with static analysis; among
several types of code quality issues, developers rank security
issues as the highest priority for static analysis tools to
detect [4].

To actually make software more secure, however, static
analysis tools must go beyond simply detecting vulnerabilities.
These tools must be usable and enable developers to resolve
the vulnerabilities they detect. As Chess and McGraw argue,
“Good static analysis tools must be easy to use, even for
non-security people. This means that their results must be
understandable to normal developers who might not know
much about security and that they educate their users about
good programming practice” [5].

Unfortunately, evidence suggests existing tools are not easy
for developers to use. Researchers cite several related reasons
why these tools do not help developers resolve defects, for
instance, the tools: produce “bad warning messages” [4] and
“miscommunicate” with developers [6]. As a result, developers
make mistakes and need help resolving security vulnerabilities
due to the poor usability of security tools [7].

Recently, Acar and colleagues introduced a research agenda
for improving the usability of security tools, explaining that
“Usable security for developers has been a critically under-
investigated area” [8]. The goal of this thesis is to investigate
and improve the usability of security-oriented static analysis
tools so that we can ultimately enable developers to create
more secure software.

II. VULNERABILITY RESOLUTION STRATEGIES

My thesis studies the usability of security-oriented static
analysis tools through the lens of vulnerability resolution
strategies. Building on Bhavani and John’s definition of a
strategy [9], we define a vulnerability resolution strategy as:
a developers’ method of task decomposition that is non-
obligatory and directed toward the goal of resolving a se-
curity vulnerability. My thesis argues that tools can better
help developers resolve vulnerabilities by presenting effective
vulnerability resolution strategies alongside the defects they
detect.

III. USABILITY OF STATIC ANALYSIS

Outside the domain of security, researchers have studied
the human aspects of using static analysis tools to iden-
tify and resolve defects. Muske and Serebrenik survey 79
studies that describe approaches for handling static analysis
alarms [10]. They organize existing approaches into seven
categories, which include “Static-dynamic analysis combina-
tions” and “Clustering.” Sadowski and colleagues [11] report
on the usability of their static analysis ecosystem at Google,
Tricorder. Their experiences suggest that warnings should be
easy to understand and fixes should be clear, which motivates
the work in this thesis. Similarly, Ayewah and colleagues
describe their experiences running static analysis on large
code bases. They make suggestions for how tools should help
developers triage the numerous warnings that initially might
be reported [12]. In comparison, our work focuses on how
developers resolve individual security vulnerabilities.

IV. EVALUATION PLAN

Phase 1 (Complete): What information do developers
need while using static analysis tools to diagnose potential
security vulnerabilities? To understand developers’ informa-
tion needs while using a security-oriented static analysis tool,978-1-5386-4235-1/18/$31.00 c©2018 IEEE
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I conducted a think-aloud study with ten participants [13]. I
observed participants as they assessed four potential security
vulnerabilities using Find Security Bugs [14], a security ex-
tension of FindBugs [2]. To identify information needs, a col-
laborator and I coded transcriptions from participants’ audio
recordings. To identify emergent categories in the information
needs, we conduced an open card sort. Our card sort was
validated by two external researchers, who substantially agreed
with our categorization (κ = .63 and .κ = .70, respectively).
This study provides us with an initial framework to understand
the vulnerability resolution process.

Phase 2 (Complete): What are developers’ strategies for
acquiring the information they need? We were motivated to
extend our prior information needs study, because we wanted
to understand how developers answered, or failed to answer,
their questions. In this follow-up work we explored how devel-
opers acquire the information they need through strategies. To
answer this second research question, we reanalyzed the data
collected from the Phase 1 study to identify strategies [15].

Phase 3 (In Progress): How do existing static analysis
tools support developers’ information needs and strate-
gies? During Phase 1 and Phase 2, we studied aspects of
developers’ behavior while interacting with a single security-
oriented static analysis tool. To answer RQ3 we shift focus
from the developer onto the tools, studying how characteristics
of existing analysis tools contribute to and detract from the
vulnerability resolution process.

We have conducted a heuristic walkthrough evaluation [16]
of three open source security tools and plan to extend the
evaluation to include commercial tools. As a result of our
heuristic walkthrough evaluation so far, we have identified
a list of 155 usability issues. We are also in the process of
conducting interviews with security experts about their use of
static analysis tools. Together, these studies will inform the
design of a new static analysis tool interface (Phase 4).

Phase 4 (Proposed): How can we design tools that
support more accurate and efficient resolution strategies?
To answer this fourth research question I will demonstrate,
through novel tool design, how we can apply our findings from
the previous three research questions. Particularly, I will create
a tool that explicitly supports more effective vulnerability res-
olution strategies. Figure 1 depicts a mockup of the tool I will
build. Its interface reifies effective strategies in hierarchically
structured checklists that can be executed by developers who
would otherwise lack strategic knowledge.

I hypothesize that such tool will be most beneficial for
novice developers, since security experts might have already
internalized effective strategies. Therefore, I plan to evalu-
ate this tool in an educational setting among students with
relatively little exposure to secure software development. To
measure accuracy and efficiency, we will record the number
of vulnerabilities participants resolve with the new tool and
how long they spend resolving each vulnerability and compare
their performance against a baseline. I will triangulate these
measures by also capturing usability metrics.

Fig. 1: A mockup of a tool that presents successful strategies.
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